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GRADE guidelines 6. Rating the quality of evidencedimprecision
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Abstract
GRADE suggests that examination of 95% confidence intervals (CIs) provides the optimal primary approach to decisions regarding im-
precision. For practice guidelines, rating down the quality of evidence (i.e., confidence in estimates of effect) is required if clinical action
would differ if the upper versus the lower boundary of the CI represented the truth. An exception to this rule occurs when an effect is large,
and consideration of CIs alone suggests a robust effect, but the total sample size is not large and the number of events is small. Under these
circumstances, one should consider rating down for imprecision. To inform this decision, one can calculate the number of patients required
for an adequately powered individual trial (termed the ‘‘optimal information size’’ [OIS]). For continuous variables, we suggest a similar
process, initially considering the upper and lower limits of the CI, and subsequently calculating an OIS.

Systematic reviews require a somewhat different approach. If the 95%CI excludes a relative risk (RR) of 1.0, and the total number of events or
patients exceeds the OIS criterion, precision is adequate. If the 95%CI includes appreciable benefit or harm (we suggest an RR of under 0.75 or
over 1.25 as a roughguide) ratingdown for imprecisionmaybe appropriate even ifOIS criteria aremet. �2011Elsevier Inc.All rights reserved.
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1. Introduction

In five previous articles in our series describing the
GRADE system of rating the quality of evidence and grad-
ing the strength of recommendations, we have described the
process of framing the question, introduced GRADE’s ap-
proach to quality-of-evidence rating, and described two rea-
sons for rating down quality of evidence because of bias:
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Key Points

� GRADE’s primary criterion for judging precision
is to focus on the 95% confidence interval (CI)
around the difference in effect between interven-
tion and control for each outcome.

� In general, the CIs to consider are those around the
absolute, rather than the relative effect.

� If a recommendation or clinical course of action
would differ if the upper versus the lower boundary
of the CI represented the truth, consider the rating
down for imprecision.

� Even ifCIs appear satisfactorily narrow,wheneffects
are large and both sample size and number of events
aremodest, consider the rating down for imprecision.
study limitations and publication bias. In this article, we
address another reason for rating down evidence quality:
random error or imprecision.

We begin our discussion by highlighting the differences
between systematic reviews and guidelines in the defini-
tions of quality of evidence (i.e., confidence in estimates
of effect) and thus in the criteria for judgments regarding
precision. We then describe the key point of the article:
how one can use CIs as the primary tool for judging preci-
sion (or the lack it), and how to examine the relation be-
tween CI boundaries and important effects for binary
outcomes in the context of clinical practice guidelines.

Unfortunately, there are limitations of CIs; we will sug-
gest a potential solution to the problemdthe optimal infor-
mation size. After summarizing our approach to evaluating
precision in the context of guidelines, we apply the same
logic to assessing precision in systematic reviews, the spe-
cial case of low event rates, and how our approach applies
to continuous variables.
2. Criteria for imprecision differ for guidelines and
systematic reviews

GRADE defines evidence quality differently for system-
atic reviews and guidelines. For systematic reviews, quality
refers to our confidence in the estimates of effect. For guide-
lines, quality refers to the extent to which our confidence in
the effect estimate is adequate to support a particular decision.
Fig. 1. Rating down for imprecision in guidelines: thresholds are key.
3. Confidence intervals capture the extent of
imprecisiondmostly

To a large extent, CIs inform the impact of random error
on evidence quality. Within the frequentist (in contrast to
Bayesian) framework, the CI represents that range of
results which, were an experiment repeated numerous times
and the CI recalculated for each experiment, a particular
proportion of the CIs (typically 95%), would include the
true underlying value. Conceptually easier than this defini-
tion is to think of the CI as the range in which the truth
plausibly lies.

When considering the quality of evidence, the issue is
whether the CI around the estimate of treatment effect is
sufficiently narrow. If it is not, we rate down the evidence
quality by one level (for instance, from high to moderate).
If the CI is very wide, we might rate down by two levels.
4. Guidelines: are results of a binary outcome
sufficiently precise to support a recommendation?

The following example illustrates how guideline devel-
opers must consider the context of their particular recom-
mendations in making judgments about precision. A
hypothetical systematic review of randomized conrol trials
(RCTs) of an intervention to prevent major strokes yields
a pooled estimate of the absolute reduction in strokes of
1.3%, with a 95% CI of 0.6% to 2.0% (Fig. 1). Thus, we
must treat 77 (100/1.3) patients for a year to prevent a single
major stroke. The 95% CI around the number needed to
treat (NNT)d50 to 167dtells us that while 77 is our best
estimate, we may need to treat as few as 50 or as many as
167 people to prevent a single stroke.

Further, assume that the intervention is a drug with no
serious adverse effects, minimal inconvenience, and modest
cost. Under these circumstances, even a small effect would
warrant a strong recommendation. For instance, we may
strongly recommend the intervention were it to reduce
strokes by as little as 0.5% (vertical middle line in Fig. 1)d
an NNT of 200. The entire CI (0.6% to 2.0%) around the
effect on stroke reduction lies to the left of the clinical de-
cision threshold of 0.5% and therefore excludes a benefit
smaller than the threshold. We can therefore conclude that



Box 2 A second real world example of rating
down for imprecision

Fig. 2 presents another example, a meta-analysis of
trials of the use of steroids for patients in septic shock,
in which a total of 511 patients died. The CI for the
pooled effect (0.75 to 1.03) overlaps a relative risk
(RR) of 1.0 (no effect), suggesting that a recommenda-
tion against steroids would be appropriate. Neverthe-
less, the boundary of the CI consistent with the
largest plausible effect suggests that steroids might re-
duce the RR of death by as much as 25% - an effect of
unequivocal importance considering typical mortality
rates of 40% or more in patients with sepsis (indicating
an absolute risk reduction of at least 10%). Therefore,
the possibility that the RR reduction is as great as 25%
would mandate rating the quality of evidence support-
ing a recommendation against administering steroids
as moderate rather than high.

Box 1 The impact of undesirable consequences
on precision

The hypothetical example presented in Fig. 1 and
the accompanying text shows that greater levels of
precision are required to support a recommendation
in favor of a treatment when a large effect is required
to make treatment worth the appreciable undesirable
consequences. When appreciable undesirable con-
sequences exist, CIs are more likely to span not only
regions of effect that would mandate treating but also
regions that would mandate not treating. Thus, the
existence of appreciable undesirable consequences
makes it more likely that guideline developers will
rate down the evidence regarding an apparently
beneficial intervention for imprecision.
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the precision of the evidence is sufficient to support a strong
recommendation.

What if, however, treatment is associated with serious
toxicity? Were this true, we may be reluctant to recom-
mend treatment unless the absolute stroke reduction is at
least 1% (NNT of 100dleft verticle line in Fig. 1). Under
these circumstances, the precision is insufficient to support
a strong recommendation as the CI encompasses treatment
effects smaller than this threshold and therefore does not
exclude an absolute benefit appreciably less than 1%. Be-
cause the point estimate of 1.3% meets the threshold cri-
terion, a recommendation in favor of treatment would
still be appropriate, although the imprecision-generated
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Fig. 2. Corticosteroids to reduce hos
uncertainty regarding the true effect would mandate a weak
recommendation (Box 1).
5. Real world examples of the clinical decision
threshold approach to precision

An RCT (the sole trial addressing the question) com-
pared clopidogrel or aspirin in patients who have experi-
enced a transient ischemic attack, cardiac, or peripheral
1 50.50.1
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pital mortality in septic shock.



Practice Guidelines Systematic Reviews
Does the confidence interval (CI) 
cross the clinical decision threshold 
between recommending and not 
recommending treatment.  If 
threshold crossed, rate down for 
imprecision

If the threshold is not crossed, 
are criteria for an optimal 
information size met? 
Alternatively, is the event rate 
very low and the sample size 
very large (at least 2,000, and 
perhaps 4,000 patients)?  If 
neither criterion met, rate down 
for imprecision

If the optimal information size criterion 
is not met, rate down for imprecision, 
unless the sample size is very large (at
least 2,00, and perhaps 4,000 patients 

If the OIS criterion is met and the 95%
CI excludes no effect (i.e. CI around 
RR excludes 1.0) precision adequate

If OIS is met, and CI overlaps no effect
(i.e. CI includes RR of 1.0) rate down if
CI fails to exclude important benefit or 
important harm.

Fig. 3. Deciding whether to rate down for imprecision in guidelines and systematic reviews of binary variables.

1286 G.H. Guyatt et al. / Journal of Clinical Epidemiology 64 (2011) 1283e1293
ischemia [1]. This concealed blinded RCT enrolled 19,185
patients at risk of vascular events. Of the patients receiving
clopidogrel, 939 (5.32%) experienced a major vascular
event, as did 1,021 (5.83%) of those receiving aspirin.
The result represents an RR of 0.91 (95% CI: 0.83, 0.99).
If the CI boundary closest to no effect (a 1% relative risk
reduction [RRR]) represented the true effect, guideline
panels would recommend against this medication (as long,
at least, as clopidogrel remains costly). Thus, despite the
huge sample size and very large number of events, trial re-
sults are insufficiently precise to support a treatment re-
commendation, and rating down quality by one level for
imprecision is mandated. Box 2 presents another example
of rating down for imprecision.

The reasoning in the examples above relies on value-and-
preference judgments. A number of factors will influence the
decision, including the importance of the outcome (e.g., mor-
tality vs. improving symptoms), the adverse effects, the bur-
den to patient, and perhaps resource use and the difficulty of
introducing the intervention into practice. Ideally, these judg-
ments would reflect average judgments of an informed pub-
lic. Unfortunately, empirical evidence of average public
values and preferences is limited. This argues for guideline
panels being completely explicitdand as quantitative as
possibledabout their valueeand-preference judgments.

In summary, when guideline developers consider im-
precision, the first step is to determine whether CIs cross
a clinical decision threshold that dictates recommending
versus not recommending an intervention (Fig. 3). The
remainder of this article addresses the limitations of
CIs, a potential solution to these limitations, and the
limitations of the solution. Readers can consider these is-
sues secondary to the primary criteria that we have thus
far addressed.
6. Confidence intervals can be misleading because
of fragility

The clinical decision threshold criterion is not com-
pletely sufficient to deal with issues of precision. The rea-
son is that Cis may appear robust, but small numbers of
events may render the results fragile (see Box 3 for an
example).
7. The danger of initial trials with impressive positive
results

Simulation studies [3] and empirical evidence [4,5]
suggest that trials stopped early for benefit overestimate
treatment effects. Investigators have tested thousands of
questions in RCTs, and perhaps hundreds of questions are
being addressed in ongoing trials. Some early trials ad-
dressing a particular question will, particularly if small,
substantially overestimate the treatment effect. A system-
atic review of these early trials will also generate a spuri-
ously large effect estimate. If a false large effect estimate
from a systematic review stifles subsequent investigation,
the situation is analogous to a single RCT stopped early
for apparent benefit.

Another way of thinking of the limitations of CIs is in
terms of prognostic balance. CIs assume all patients are at



Box 3 An example of fragility

Consider a randomized trial of b blockers in 112 pa-
tients undergoing surgery for peripheral vascular dis-
eases that fulfilled preplanned O’BrieneFleming
criteria for early stopping [2]. Of 59 patients given
bisoprolol, 2 suffered a death or nonfatal myocardial
infarction, as did 18 of 53 control patients. Despite
a total of only 20 events, the 95% CI around the RR
(0.02 to 0.41) excludes all but a large treatment effect.
The CI suggests that the smallest plausible effect is
a 59% RRR. Were this the case, we would certainly
administer treatment. Thus, according to criteria
discussed up to now, a recommendation based on this
result would be deemed to have adequate precision.

There are reasons to doubt the estimate of the mag-
nitude of effect from this trial. First, it is much larger
than what we might expect on the basis of b blockers
effects in a wide variety of other situations. Second,
the study was terminated early on the basis of the
large effect. Third, concluding that an RRR less than
59% is implausible on the basis of only 20 events vi-
olates common sense: intuitively, we have a sense of
the fragility of these results. Our intuitive skepticism
is justified: if one moves just five events from the
control to the intervention group, the results lose their
statistical significance, and the new point estimate
(an RRR of 52%) is outside of the original CI.

Box 4 Applying the optimal information size using
total sample size or number of events

A systematic review of flavonoids for treatment of
hemorrhoids examined the outcome of failure to
achieve an important symptom reduction [20]. In
calculating the OIS, the authors chose a conservative
a of 0.01 and RRR (20%), a b of 0.2, and a control
event rate of 50%. The authors found that the OIS
was marginally larger than the total sample size
included (1,194 vs. 1,102 patients).
A more dramatic example comes from a systematic

review and meta-analysis of fluoroquinolone prophy-
laxis for patients with neutropenia [21]. Only one of
eight studies that contributed to the meta-analysis
met conventional criteria for statistical significance,
but the pooled estimate suggested an impressive
and robust reduction in infection-related mortality
with prophylaxis (RR: 0.38; 95% CI: 0.21, 0.69).
The total number of events, however, was only 69
and the total number of patients 1,022. Considering
the control event rate of 6.9% and setting a of 0.05,
b of 0.02, and RRR of 25% results in an OIS of
6,400 patients. This meta-analysis, therefore, fails to
meet OIS criteria, and rating down for imprecision
may be warranted.
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the same riskdan assumption that is false. Randomization
will ameliorate the problem of varying prognosis by balanc-
ing prognosis in intervention and control groups. We can be
confident that we have achieved this prognostic balance,
however, only if sample sizes are large. Impressive treatment
effects in the presence of small sample size may welldeven
in RCTsdbe because of prognostic imbalance.

These considerations argue for skepticism regarding
evidence summaries that generate apparent benefits, or
harms, of therapy with what appear to be satisfactorily
narrow CIs on the basis of small trials with relatively
few events. Examples of meta-analyses generating appar-
ent beneficial or harmful effects refuted by subsequent
larger trials, include magnesium for mortality reduction
after myocardial infarction [6,7], angiotensin-converting-
enzyme inhibitors for reducing the incidence of diabetes
[8,9], b blockade for cardiovascular mortality reduction
in patients undergoing noncardiac surgery [10,11], ni-
trates for mortality reduction in myocardial infarction
[12,13], aspirin for reduction of pregnancy-induced hy-
pertension [14,15], albumin for mortality reduction in
the critically ill [16,17], and a number of mental health
interventions [18].
8. Addressing the vulnerability of CIs: the optimal
information size

The reasoning above suggests the need for, in addition to
CIs, another criterion for adequate precision. We suggest
the following: if the total number of patients included in
a systematic review is less than the number of patients gen-
erated by a conventional sample size calculation for a single
adequately powered trial, consider the rating down for im-
precision. Authors have referred to this threshold as the
‘‘optimal information size’’ (OIS) [19]. Many online calcu-
lators for sample size calculation are availabledyou can
find one simple one at http://www.stat.ubc.ca/|rollin/stats/
ssize/b2.html.

Box 4 presents examples of application of the OIS.
As an alternative to calculating the OIS, review and

guideline authors can also consult a figure to determine
the OIS. Fig. 4 presents the required sample size (assuming
a of 0.05, and b of 0.2) for RRR of 20%, 25%, and 30%
across varying control event rates. For example, if the best
estimate of control event rate was 0.2 and one specifies an
RRR of 25%, the OIS is approximately 2,000 patients.

Power is, however, more closely related to number of
events than to sample size. Fig. 5 presents the same rela-
tionships using total number of events across all studies
in both treatment and control groups instead of total

http://www.stat.ubc.ca/~rollin/stats/ssize/b2.html
http://www.stat.ubc.ca/~rollin/stats/ssize/b2.html
http://www.stat.ubc.ca/~rollin/stats/ssize/b2.html
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number of patients. Using the same choices as in the prior
paragraph (control event rate 0.2 and RRR 25%), one re-
quires approximately 325 events to meet OIS criteria.

We have suggested using RRRs of 20% to 30% for cal-
culating OIS. The choice of RRR is a matter of judgment,
and there may be instances in which compelling prior infor-
mation would suggest choosing a larger value for the RRR
for the OIS calculation.

If guideline panels are disinclined to calculate their own
OIS (although calculating is preferable), they can use Figs.
4 and 5 to determine OIS. In doing so, they will note the
sample size implications in Table 1.
Fig. 5. Optimal information size presented as number of events given a of 0.
and 30%. Abbreviation: RRR, relative risk reduction.
9. Low event rates with large sample size:
an exception to the need for OIS

In the criteria we have so far offered, our focus has been
on relative effects. When event rates are very low, CIs
around relative effects may be wide, but if sample sizes
are sufficiently large, it is likely that prognostic balance
has indeed been achieved, and rating down for imprecision
becomes inappropriate.

For example, consider a systematic reviewof artemethere
lumefantrine versus Amodiaquine plus sulfadoxinee
pyrimethamine for treating uncomplicated malaria. For
05 and b of 0.20 for varying control event rates and RRR of 20%, 25%



Table 1. Optimal information size implications from Fig. 5

Total number of events RRR (%) Implications for meeting OIS threshold

100 or less �30 Will almost never meet threshold whatever control event rate
200 30 Will meet threshold for control group risks of | 25% or greater
200 25 Will meet threshold for control group risks of | 50% or greater
200 20 Will meet threshold only for control group risks of | 80% or greater
300 �30 Will meet threshold
300 25 Will meet threshold for control group risks of | 25% or greater
300 20 Will meet threshold for control group risks of | 60% or greater
400 or more �25 Will meet threshold for any control group risks
400 or more 20 Will meet threshold for control group risks of | 40% or greater

Abbreviations: RRR, relative risk reduction; OIS, optimal information size.
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serious adverse events (SAEs), the authors calculated a RRof
1.08 (95% CI: 0.56, 2.08). They judged this CI sufficiently
wide to rate down quality two levels (from high to low) for
imprecision.

Therewere, however, only 34 SAEs in over 2,700 patients,
corresponding to event rates of 1.2 and 1.3% in the two
groups. Of these events, 2 were deaths, 2 severe anemias,
and the remainder febrile seizures and elevated liver func-
tion. In absolute terms, the difference between groups is 1
event per thousand patients with a CI from 6 in 1,000 fewer
to 14 in 1,000 more. Particularly considering that very few
of these SAEs were associated with long-term morbidity,
Box 5 An example of low event rates and
appropriate focus on absolute rather than
relative effects

A systematic review of seven randomized trials of
angioplasty versus carotid endarterectomy for cere-
brovascular disease found that a total of 16 of 1,482
(1.1%) patients receiving angioplasty died, as did
19 of 1,465 (1.3%) undergoing endarterectomy [22].
Looking at the 95% CI (0.43e1.66) around the
point estimate of the RR (0.85), the results are
apparently consistent with substantial benefit and
substantial harm, suggesting the need to rate down
for imprecision.

The absolute difference, however, suggest a differ-
ent conclusion. As it turns out, the absolute difference
in death rates between the two procedures is almost
certainly very small (absolute difference of 0.2% with
a 95% CI ranging from �0.5% to 1.0%). Setting
a clinical decision threshold boundary of 1% absolute
difference (the smallest difference important to pa-
tients), the results of the systematic review exclude
an important difference favoring either procedure. If
one accepted this clinical decision threshold as appro-
priate, one would not rate down for imprecision. One
could argue that a difference of less than 1% could be
important to patients: if so, one would rate down for
imprecision, even after considering the CI around the
absolute difference.
focusing on the CI around absolute versus relative effects
would lead one to reject rating down quality two levels for
imprecision, and possibly not rate down for imprecision at
all. Box 5 presents a second example of this issue.

The decision regarding the magnitude of effect that
would be important is a matter of judgment. When control
rates are sufficiently low, CIs around relative effects can ap-
pear very wide, but CIs around absolute effects will never-
theless be narrow. Thus, although one would intuitively rate
down for imprecision considering only the CI around the
relative effect, consideration of the CI around the absolute
effect may lead to an appropriate conclusion that precision
is adequate. Note: The inference of unimportance requires
a low incidence of events over the desirable duration of
follow-up; short follow-up will generate a low incidence
of events that may be misleading.

Similarly, if sample sizes are sufficiently large, one need
not apply the OIS criteria when results show an apparent
treatment effect with a satisfactory CI. Box 6 provides an
example.
10. Rating precision for binary variables in guidelines:
summary and conclusions

Fig. 3 summarizes our approach to rating down quality
of evidence for imprecision in guidelines. Initially, guide-
line developers consider whether the boundaries of the CI
are on the same side of their decision-making threshold.
If the answer is no (i.e., the CI crosses the threshold),
one rates down for imprecision irrespective of the where
the point estimate and CIs lie.

If the answer is yes (both boundaries of the CI lie on one
side of the clinical decision threshold), one determines
whether the OIS criterion is met. If it is met, imprecision is
not a concern. If it is not met, guideline authors should con-
sider rating down for imprecision. If event rates are very low,
however, CIs around absolute effects are narrow and, if sam-
ple size is large, rating down for imprecision is unnecessary.

11. Standards for adequate precision of binary
variables in systematic reviews: application of the OIS

Authors of systematic reviews should not rate down qual-
ity on the basis of the trade-off between desirable and



Box 6 No need to rate down for imprecision when
sample sizes are very large

A meta-analysis of randomized trials of b blockade
for preventing cardiovascular events in patients under-
going noncardiac surgery [23] suggested a doubling
of the risk of strokes with b blockers (RR: 2.22; 95%
CI: 1.39, 3.56; Fig. 6). Most trials in this meta-
analysis do not suffer from important limitations, the
evidence is direct and consistent, and publication bias
is undetected. One would consider the lower boundary
of the CI (an increase in RR of 39%) adequate precision
if one believed that most patients would be reluctant to
use b blockers with an increase in RR of stroke of 39%.
These considerations suggest that we have high-quality
evidence that b blockers increase the risk of stroke.

The total number of events (75), however, appears
insufficient, an inference that is confirmed with an
OIS calculation (a 0.05, b 0.20, using the b-blocker
group’s 1% event rate as the control, and D 0.25, total
sample size 43,586 in comparison to the 10,889 pa-
tients actually enrolled). The guidelines we have sug-
gested would, therefore, mandate rating down quality
for imprecision.

With a sample size of over 5,000 patients per group,
however, it is very likely that randomization has suc-
ceeded in creating prognostic balance. If that is true,
b blockers really do increase the risk of stroke. Not rat-
ing down for imprecision in this situation is therefore
appropriate. Preliminary information suggests that
for low baseline risk contexts (!5%) one will be safe
with regard to prognostic balance with a total of 4,000
patients (2,000 patients per group). Availability of this
number of patients would mandate not rating down for
imprecision despite not meeting the OIS criterion.
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undesirable consequences: it is not their job to make value
and preference judgments. Therefore, in judging precision,
they should not focus on the threshold that represents the ba-
sis for a management decision. Rather, they should consider
the OIS. If the OIS criterion is not met, they should rate
down for imprecisions unless the sample size is very large.
If the criterion is met, and the 95% CI around an effect ex-
cludes 1.0 (i.e., the results show a statistically significant dif-
ference), there is no need to rate down for imprecision
(Fig. 3). To be of optimal use to guideline developers, a sys-
tematic review may point out what thresholds of benefit
would still mandate rating down for imprecision.
12. Systematic reviews of binary variables: meeting
threshold OIS may not ensure precision

Although satisfying the OIS threshold in the presence of
a CI excluding no effect indicates adequate precision, the
same is not true when the point estimate fails to exclude
no effect. Consider, for instance, the systematic review of
b blockers in noncardiac surgery mentioned previously
[23]. For total mortality, with 295 deaths and a total sample
size of over 10,000, the point estimate and 95% CI for the
RR with b blockers were 1.24 (95% CI: 0.99, 1.56). De-
spite the large sample size and number of events, one might
be reluctant to conclude precision is adequate when a small
reduction in mortality with b blockers, as well as an in-
crease of 56%, remain plausible.

This example suggests that when the OIS criteria are
met, and the CI includes the null effect, systematic review
authors should consider whether CIs include appreciable
benefit or harm. Reviewers should use their judgment in de-
ciding what constitutes appreciable benefit and harm and
provide a rationale for their choice. If reviewers fail to find
a compelling rationale for a threshold, our suggested de-
fault threshold for appreciable benefit and harm that war-
rants rating down is an RRR or RR increase of 25% or
more.

For another example, consider the systematic review of
steroids for reducing hospital mortality in sepsis that we de-
scribed earlier (Fig. 2). The total number of events is 511;
this easily meets OIS, even using a 20% RRR threshold
(given a control event rate of 40% or more) (Fig. 5). The
CI around the RR crosses 1.0, and the upper boundary of
the CI represents a 25% RRR. Given that this 25% RRR
represents a 10% absolute risk reduction, systematic review
authors might well conclude that rating down for impreci-
sion is appropriate.

13. Rating down two levels for imprecision

When there are very few events and CIs around both
relative and absolute estimates of effect that include both
appreciable benefit and appreciable harm, systematic re-
viewers and guideline developers should consider rating
down the quality of evidence by two levels. For example,
a systematic review of the use of probiotics for induction
of remission in Crohn’s disease found a single randomized
trial that included 11 patients [24]. Of the treated patients,
four of five achieved remission; this was true of five of six
of the control patients. The point estimate of the risk ratio
(0.96) suggests no difference, but the CI includes a reduc-
tion in likelihood of remission of almost half, or an increase
in the likelihood of over 50% (95% CI: 0.56, 1.69).
14. Standards for adequate precision in systematic
reviews of continuous variables

Review and guideline authors can calculate the OIS for
continuous variables in exactly the same way they can for
binary variables by specifying the a and b errors (we have
suggested 0.05 and 0.2) and the D, and choosing an
appropriate standard deviation from one of the relevant
studies. For instance, a systematic review suggests that
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Fig. 6. Meta-analysis of beta blockers in noncardiac surgery: outcome and stroke.
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corticosteroid administration decreases the length of
hospital stay in patients with exacerbations of chronic ob-
structive pulmonary disease (COPD) by 1.42 days (95%
CI: 0.65, 2.2) [25].

Choosing a D of 1.0 (implying a judgment that reduc-
tions in stay of more than a day are important) and using
the standard deviation associated with hospital stay in the
four relevant studies (3.4, 4.5, and 4.9) yield corresponding
required total sample sizes of 364, 636, and 754. The 602
patients available for this analysis do not therefore meet
more rigorous criteria for OIS, and one would consider rat-
ing down for imprecision.

Note that whether one will rate down for imprecision is
dependent on the choice of the difference one wishes to de-
tect. Had we chosen a smaller difference (say 0.5 days) that
we wished to detect, the sample size of the studies would
have been unequivocally insufficient. Had we chosen
a larger value (say 1.5 days) the sample size of 602 would
have comfortably met OIS criteria. As usual, the merit of
the GRADE approach is not that it ensures agreement be-
tween reasonable individuals but ensures the explicitness
of the judgments being made.

A particular challenge in calculating the OIS for con-
tinuous variables arises when studies have used different
instruments to measure a construct, and the pooled esti-
mate is calculated using a standardized mean difference.
Systematic review and guideline authors will most often
face this situation when dealing with patient-reported out-
comes, such as quality of life. In this context, we suggest
authors choose one of the available instruments (ideally,
one in which an estimate of the minimally important dif-
ference is available) and calculate an OIS using that
instrument.
Because it may give false reassurance, we hesitate to
offer a rule-of-thumb threshold for the absolute number
of patients required for adequate precision for continuous
variables. For example, using the usual standards of
a (0.05) and b (0.20), and an effect size of 0.2 standard de-
viations, representing a small effect, requires a total sample
size of approximately 400 (200 per group)da sample size
that may not be sufficient to ensure prognostic balance.

Nonetheless, whenever there are sample sizes that are
less than 400, review authors and guideline developers
should certainly consider rating down for imprecision. In
future, statistical simulations may provide the basis for a ro-
bust rule of thumb for continuous outcomes. The limita-
tions of an arbitrary threshold sample size suggest the
advisability of addressing precision by calculation of the
relevant OIS for each continuous variable.

As is true for binary outcomes, one might consider rating
down for imprecision, even if the OIS threshold is met, when
the CI overlaps no effect but includes important benefit or
important harm. Here again, authors must make the judg-
ment regarding what is important. This is essentially the
same judgment required for the OIS calculationdthe differ-
ence one seeks to detect, 1.0 days in the example above.
15. Standards for adequate precision in guidelines
addressing continuous variables

Considerations of rating down quality because of impre-
cision for continuous variables follow the same logic as for
binary variables. The process begins by rating down the
quality for imprecision if a recommendation would be al-
tered if the lower versus the upper boundary of the CI



Box 7 Dealing with close call decisions

Our discussion has highlighted that guideline
developers and systematic review authors will, not
infrequently, face borderline decisions. While we
have chosen binary categorical decisions (e.g., rate
down for imprecision or do not rate down), the under-
lying quality-of-evidence concepts (in this case, im-
precision) are actually continua. In situations in
which differing criteria would lead to different deci-
sions regarding rating down, it is very likely that
the extent of the problem (in this case, the impreci-
sion) is near the threshold. When it comes time to
make the final judgment of quality of evidence con-
sidering other quality criteria (e.g., study limitations,
consistency, directness), review and guideline authors
should note if a particular decision (in this case, the
decision about rating down for imprecision) was
a close call. When considering all the issues that bear
on quality of evidence, rating down would be more
likely if the degree of imprecision was unequivocally
problematic than if it were near the threshold between
rating down for quality and not rating down.

For instance, assume that in the steroids for reduc-
ing length-of-stay example, we not only had a close
call for rating down for imprecision but also had
a close call for risk of bias. If the evidence met all
other quality criteria, we would certainly rate down
one level to moderate (two borderline serious limita-
tions) but not two levels to low (because the decision
to rate down was borderline in both cases and thus of
limited impact on quality).
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represented the true underlying effect. If the data withstand
this test, but the evidence fails to meet the OIS standard,
guideline authors should consider rating down the quality
of evidence.

For instance, in the review of corticosteroids for exacer-
bations of COPD to which we referred previously, the lower
boundary of the CI around the reduction in days in hospital
was 0.65 days. If the effect was really this small, would one
still recommend the administration of corticosteroids?

In the context of a guideline (as opposed to a systematic
review), the decision requires consideration of the full con-
text, including other outcomes. As it turns out, steroids also
reduce the likelihood of ‘‘treatment failure’’ (variably de-
fined) during inpatient or outpatient follow-up (RR: 0.54;
95% CI: 0.41, 0.71). The best estimate of likelihood of
symptomatic deterioration in those not treated with steroids
is approximately 30%. By administering steroids to these pa-
tients, we can reduce this 30% risk to 16% (30�[0.54� 30]),
a difference of 14%, and the effect is unlikely to be less than
9% (30�[0.71 � 30]).
Adverse effects were poorly reported in the studies. The
only consistently reported problem was hyperglycemia,
which was increased almost sixfold, representing an abso-
lute increase of 15% to 20%. The extent to which this hy-
perglycemia had consequences important to patients is
uncertain.

One possible conclusion from this information is that,
given the magnitude of reduction in deterioration and lack
of evidence suggesting important adverse effects, a benefit
of even 0.65 days of reduced average hospitalization would
warrant steroid administration. If this were their conclu-
sion, a guideline panel would proceed to consider whether
the evidence meets the OIS criterion as presented in the
previous section.
16. Conclusion

Consideration of the impact of imprecision on quality of
evidence is a complex matter (Box 7). Subsequent empiri-
cal studies may lead GRADE to modify the criteria we have
suggested here. Understanding the issues will allow sys-
tematic review authors and guideline developers to judi-
ciously apply the guidance we have suggested.
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